Chapter 14:  Inference on the Least-Squares Regression Model and Multiple Regression

Section 14.1:  Testing the Significance of the Least Squares Regression Model
Objectives:  Students will be able to:  


Understand the requirements of the least-squares regression model

Compute the standard error of the estimate


Verify that the residuals are normally distributed


Conduct inference on the slope and intercept


Construct a confidence interval about the slope of the least-squares regression model

Vocabulary:  

Bivariate normal distribution – one variable is normally distributed given any value of the other variable and the second variable is normally distributed given any value of the first variable
Jointly normally distributed – same as bivariate normal distribution
Key Concepts:  


Requirements for Least Squares Regression Model
1) The mean of the response variable (y) depends on the value of  the explanatory variable (x) through a liner equation, μy|x = β0 + β1x
2) Response variable y is normally distributed with mean μy|x = β0 + β1x and a constant standard deviation, σ.

Least Square Regression Model 


is given by



yi = β0 + β1xi + εi


where




yi is the value of the response variable for the ith individual




β0 and β1 are the parameters estimated base on the sample data




xi is the value of the explanatory variable for the ith individual




εi is the independent random error term with mean 0 and variance σ2 



I = 1, … , n where n is the sample size


Standard Error of the Estimate:
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Requirements to test regarding the slope coefficient, β1:

1. Simple random sample

2. residuals normally distributed with constant error variance


Steps for Testing a Claim Regarding the Population Mean with σ Known (Classical or P-value)


0.    Test Feasible (the two requirements listed above)

1. Determine null and alternative hypothesis (and type of test:  two tailed, or left or right tailed)

2. Select a level of significance α based on seriousness of making a Type I error

3. Calculate the test statistic

4. Determine the p-value or critical value using level of significance (hence the critical or reject regions)

5. Compare the critical value with the test statistic (also known as the decision rule)

6. State the conclusion


Note:  these procedures are considered robust (in fact for large samples (n > 30), inferential procedures regarding b1 can be used with significant departures for normality)


Hypothesis Test Statistic for the slope coefficient
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Confidence Intervals for the Slope of the Regression Line


Remember:  point estimate +/- margin of error
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Instructions how to use the TI-83 and Excel to help us are given on page 752
Homework:  pg 748 - 752;   1, 2, 3, 4, 7, 12, 13, 18

Section 14.2:  Confidence and Prediction Intervals
Objectives:  Students will be able to:  


Construct confidence intervals for a mean response

Construct prediction intervals for an individual response

Vocabulary:  

Confidence intervals for a mean response – intervals constructed about the predicted value of y, at a given level of x, that are used to measure the accuracy of the mean response of all individuals in the population
Prediction intervals for an individual response – intervals constructed about the predicted value of y that are used to measure the accuracy of a single individual’s predicted value
Key Concepts:


Confidence Interval for the Mean Response of y, y-hat
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Confidence Interval for an Individual Response about y-hat
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Confidence intervals about an individual response will have more variability than mean responses


Instructions how to use the Excel to help us are given on page 758
Homework:  pg 757 – 758:  1, 2, 3, 7, 12
Section 14.3:  Multiple Regression
Objectives:  Students will be able to:  


Obtain the correlation matrix

Use technology to find a multiple regression equation


Interpret the coefficients of a multiple regression equation


Determine R2 and adjusted R2

Perform an F-test for lack of fit


Test individual regression coefficients for significance


Construct confidence and prediction intervals


Build a regression model

Vocabulary:  

Correlation matrix – shows the linear correlation among all variables under consideration in a multiple regression model
Multicollinearity –when two explanatory variables have a high linear correlation between themselves

Additive effect – explanatory variables do not interact

Adjusted R2 – modifies the value of R2 based on the sample size, n, and the number of explanatory variables, k; will decrease if an explanatory variable is added to the model that does little to explain the variation in the response variable 

Key Concepts:


Multiple Regression Model is given by:


yi  = β0 + β1x1i + β2x2i + … + βkxki + εi

    where



yi is the value of the response variable for the ith individual



β0, β1, β2,   , βk ,are the parameters to be estimated based on the sample data


x1i is the ith observation for the first explanatory variable,


x2i is the ith observation for the second explanatory variable and so on


εi is am independent random error term that is normally distributed with mean 0 and variance = σ2


i = 1, 2, 3, …, n, where n is the sample size


    note:  although formulas exists to estimate β0, β1, β2,   , βk  exist, we will use Excel to obtain estimates


R2 and Adjusted R2

[image: image6.emf]R

2 and Adjusted 

R

2 Values

note:

modifies R

2

based on sample size, n, 

and the number of explanatory variables, k

to compensate for adding more variables to the model

^

explained variation              unexplained variation

R

2

=  ------------------------- = 1 - -----------------------------

total variation                          total variation

n –1 

R

2

adj

=  1 – ------------- (1 –R

2

)

n –k –1 



Test Statistic for Multiple Regression
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Guidelines in Developing a Multiple Regression Model (backwards step-wise regression)
1) Construct a correlation matrix to help identify the explanatory variables that have a high correlation with the response variable.  In addition, look for any indication that the explanatory variables are correlated with each other.  If two explanatory variables have high correlation, then it’s a tip-off to watch out for multicollinearity – but not conclusive evidence.
2) See if the multiple regression model uses all the explanatory variables that have been identified by the researcher.
3) If the null hypothesis that all the slope coefficients are zero has been rejected, we proceed to look at the individual slope coefficients.  Identify those slope coefficients that have small t-test statistics (hence large p-values).  These are explanatory variable\ candidates that could be removed from the model.  Remove one at a time and then recomputed the regression model.

4) Repeat Step 3 until all slope coefficients are significantly different from zero.

5) Use residual plots to check model appropriateness


Instructions how to use the MINITAB only are given on page 782-3
Homework:  pg 774 - 782:  1, 3, 4, 6, 8, 17
Chapter 14:  Review

Objectives:  Students will be able to:  


Summarize the chapter


Define the vocabulary used


Complete all objectives


Successfully answer any of the review exercises


Use the technology to compute statistical data in the chapter
Vocabulary:  None new

Homework:  pg 784 – 787; 3, 5, 7
_1238775152.ppt


Hypothesis Test on Slope Coefficient, β1

note:  degrees of freedom = n – 2

           H0:   β1 = 0



         tα/2 for two-tailed (≠0)

         tα for one-tailed (>0 or <0)

              (b1 – βi)                 b1

t0  =     ---------------   =     ------  

                    se                      sb1

            --------------

                 (xi – x)2

Σ












_1238777003.ppt


Confidence Intervals for the Mean Response of y, y

note:

x* is the given value of the explanatory variable,

n is the number of observations, and  

tα/2  critical value with degrees of freedom = n – 2
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R2 and Adjusted R2 Values

note:

modifies R2 based on sample size, n, 

and the number of explanatory variables, k



       to compensate for adding more variables to the model
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F Test Statistic for Multiple Regression

with k – 1 degrees of freedom in the numerator and, 

  n – k degrees of freedom in the denominator



 where k is the number of explanatory variables

             n is the sample size



NOTE:  H0: β0 = β1 = β2 = … = βk = 0 

use P-value compared to level of significance, α, for Decision Rule
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Confidence Intervals for an Individual Response of y

note:

x* is the given value of the explanatory variable,

n is the number of observations, and  

tα/2  critical value with degrees of freedom = n – 2
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Confidence Intervals for Slope Coefficient, β1

note:  tα/2  degrees of freedom = n – 2



pre-conditions:

		data randomly obtained

		residuals normally distributed

		constant error variance
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Standard Error of the Estimate

note:  by divide by n – 2 because we have estimated two parameters, β0 and β1
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